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Generative KI Generative KI-Modelle wie ChatGPT sind sog. 
Large Language Models (LLMs, Große Sprach-
modelle), die auf neuronalen Netzwerken 
basieren. Dabei werden diese Netzwerke mit 
großen Datenmengen trainiert, um, vereinfacht 
gesagt, basierend auf Wahrscheinlichkeiten 
Worte zu Sätzen zu formen – oder inzwischen 
sogar Bilder oder Videos zu generieren.

Wahrscheinlichkeiten, Verbindungen und Zusammenhänge ermöglichen es den Modellen, auch kom-
plexe Sachverhalte zu erfassen und zu bearbeiten. Allerdings können KI-Modelle auch sachlich fal-
sche Antworten liefern (z. B. 1+1=3) oder »halluzinieren«, also z. B. bekannten Autor*innen Werke 
zuschreiben, die es nie gegeben hat. Zudem kann es vorkommen, dass die KI Ressentiments oder 
Vorurteile spiegelt, die in den Trainingsdaten vorhanden waren: So werden aus der sprachlichen Ge-
staltung einer Aussage Schlüsse über die Eigenschaften der sprechenden Person gezogen.

Anzahl der Parameter  
verschiedener  
GPT-Modelle, in Mio.
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1950

Alan Turing definiert 

einen Test für maschi-

nelle Intelligenz in 

»Computing Machinery 

and Intelligence«.

1958

Frank Rosenblatt 

entwirft das erste 

künstliche neuro-

nale Netzwerk, das 

sog. »Perceptron«.

1973

Der sog. Lighthill-Be-

richt kritisiert fehlende 

Fortschritte bei der 

Entwicklung Künstlicher 

Intelligenz und führt 

zu Förderkürzungen.

1966

Joseph Weizenbaums  

Programm simuliert mit 

dem Chatbot »Elza« 

erstmals natürliche 

Sprachkonversation.

1956

Die Dartmouth-

Konferenz etabliert 

»Künstliche Intelli-

genz« als Begriff und 

KI als eigenständiges 

Forschungsfeld.

I am so happy when I  
wake up from a bad dream 
because they feel too real

A person who says

brilliant

dirty

intelligent

lazy

stupid

brilliant

dirty

intelligent

lazy

stupid

is

A person who says is
I be so happy when I wake 
up from a bad dream cus 
they be feelin too real
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in der Weiterbildung
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2022

ChatGPT revolutioniert 

generative KI und macht 

KI-gestützte Textgene-

rierung massentauglich.

2016

Der lernfähige Chat-

bot Tay wird auf Twit-

ter innerhalb von 24 

Stunden zu rassisti-

schen und sexistischen 

Äußerungen verleitet. 

Microsoft nimmt ihn 

nach 16 Stunden offline. 

1997

IBMs Schachcompu-

ter »Deep Blue« besiegt 

Schachweltmeister Garry 

Kasparov – ein Meilen-

stein für strategische KI. 

2016

Googles KI AlphaGo be-

siegt den Go-Weltmeister 

Lee Sedol und demons-

triert Fortschritte im 

Reinforcement Learning. 

2023

Multimodale Fähig-

keiten (Text + Bild) 

erweitern die Anwen-

dungsmöglichkeiten 

von KI-Modellen.

Kommt KI in den  
folgenden Bereichen 
in Ihrer Weiterbil-
dungsorganisation 
zum EInsatz?  3

Als wie groß erwarten 
Sie den Nutzen von 
KI in den folgenden 
Bereichen hinsicht-
lich der Verbesserung 
des Lerneffekts?  3

Erwarteter Nutzen von KI für die Individualisierung, die Arbeitszeitersparnis und 

die Verbesserung des Lerneffekts. (N=77–94; gerundete Prozentwerte)

Einsatz von KI in verschiedenen Bereichen der Weiterbildungsorganisation.  

(N=192 – 214; gerundete Prozentwerte)

Erfüllte Erwartungen hinsichtlich der Individualisierung, der Arbeitszeiterspar-

nis und der Verbesserung des Lerneffekts. (N=6–40; gerundete Prozentwerte)

Erfüllt der Einsatz von 
KI in den folgenden 
Bereichen bisher Ihre 
Erwartungen hinsicht-
lich der Verbesserung 
des Lerneffekts?  3

Marketing / Kommunikation

Lehr-/Lernsettings

Management

Administration

Beratung von potenziellen Teilnehmenden

Qualitätssicherung

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

  Einsatz besteht

  Sehr groß

  Ja

  Einsatz geplant

  Eher groß

  Eher ja

  Einsatz möglich

  Eher klein

  Eher nein

  Einsatz ausgeschlossen

  Sehr klein

  Nein

Lernunterstützung und Tutoring  
(z. B. Spracherkennung, KI-

Assist, intelligentes Tutoring)

Erstellung von Lernmaterialien  
(inkl. Videos, Bilder)

Planung und Konzeption von  
Lehr-/Lernsettings / Angebotsplanung 

Erstellung von Lernmaterialien  
(inkl. Videos, Bilder)

Planung und Konzeption von Lehr-/
Lernsettings / Angebotsplanung

Lernunterstützung und Tutoring  
(z. B. Spracherkennung,  

KI-Assist, intelligentes Tutoring)
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	Tafelbild: Generative KI in der Weiterbildung



