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Generative Kl und
menschliche Kompetenz

ULF-DANIEL EHLERS

Die Entwicklung von kinstlicher Intelligenz (K1) scheint
unser Menschenbild infrage zu stellen: Was ist menschli-
che Kompetenz im Zeitalter kiinstlicher Intelligenz? K1 ist
definiert als algorithmische Entscheidungsunterstitzung
(Kurzweil, 2005; Bostrom, 2014), wobei heutige Ki1-Systeme
langst Uber diese Funktion hinausgehen: |hre Entwicklung
schreitet rasant voran und verédndert tiefgreifend unseren
Alltag, unser Verstandnis von Intelligenz und wirft letztlich
ein neues Licht auf unser Menschsein. Denn heutige Ki-
Systeme generieren eigenstandig Texte, Bilder, Musik oder
Simulationen, analysieren komplexe Datenmuster und in-
teragieren in dialogischen Kontexten — sie sind also in Be-
reichen téatig, die bislang dem Menschen vorbehalten wa-
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ren. Gerade in dieser neuen technologischen Realitat wird
deutlich, dass Bildung sich auf das konzentrieren muss,
was den Menschen weiterhin einzigartig macht: seine Fa-
higkeit zu zweifeln, Unsicherheit auszuhalten und Wider-
stand zu leisten.

Damit steht Bildung im Zeitalter von kiinstlicher Intel-
ligenz vor einer entscheidenden Neuorientierung. Denn
wahrend K1 hervorragend darin ist, klar definierte, formali-
sierte Probleme zu l6sen, bleiben ihr wesentliche mensch-
liche Qualitdten fremd. lhre Informationsverarbeitung
bleibt strikt datenbasiert — ohne eigenes Bewusstsein oder
Sinnverstehen. Zwar kann KI kreative Inhalte erzeugen, die
fur menschliche Beobachter originell wirken — etwa Ge-
dichte, Bilder oder sogar wissenschaftliche Texte —, doch
geschieht dies ohne Intention, Selbstbezug oder emotio-
nales Erleben. Die Tiefe menschlicher Kreativitat, die aus
Erfahrung, Sinnbezug und Ambivalenz entsteht, bleibt ihr
grundsétzlich verschlossen: Zweifel, Unsicherheit, Verant-
wortung und die Fahigkeit, Perspektiven kritisch zu hin-
terfragen. Der Soziologe Niklas Luhmann beschreibt dies
treffend als Kategorienfehler (Luhmann & Schorr, 1982) —
ein grundlegender Unterschied zwischen maschineller
Informationsverarbeitung und menschlichen Qualitéten.
Maschinen kdnnen zwar Daten prézise und schnell verar-
beiten, doch echte Kreativitat, Sinnverstédndnis und emoti-
onale Reflexion bleiben ihnen verschlossen.

Dies eroffnet konkrete Moglichkeiten in der Bildungsar-
beit: Lehrkrafte kdnnen beispielsweise Ki-gestltzte Syste-
me zur Individualisierung von Lernpfaden nutzen, um dann
mehr Raum fir dialogisches Lernen, kreative Projekte oder
ethische Debatten zu schaffen — genau dort, wo mensch-
liche Qualitaten gefragt sind. Wenn Maschinen repetitive
und eindeutig definierte Aufgaben Ubernehmen, entste-
hen FreirBume, um Menschen gezielt in ihren spezifisch
menschlichen Fahigkeiten zu stéarken (Busse et al., 2023;
Spannagel, 2023). Bildung im Zeitalter von K1 darf nicht l&dn-
ger primar auf Wissensvermittlung setzen. Vielmehr mus-
sen Kompetenzen im Mittelpunkt stehen, die Maschinen
nicht imitieren kdnnen: Ambiguitéatstoleranz, kritisches
Denken, ethische Urteilsfahigkeit, Reflexionsvermdgen und
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die Bereitschaft, Verantwortung zu GUbernehmen. Diese Fa-
higkeiten, die sogenannten »Future Skills« (Ehlers, 2020),
bilden die Grundlage fur eine zukunftsfahige Bildung.

Hier setzt das AlIComp-Kompetenzmodell an (www.ai-
comp.org), das explizit fiir eine Lebens- und Arbeitswelt mit
K1 entwickelt wurde (A1Comp, 2024). AIComp beschreibt
Kompetenzen, die Menschen befahigen, souverédn in kom-
plexen, unsicheren und stédndig emergenten Situationen zu
agieren. Zentral dabei sind Kompetenzen wie Umgang mit
Unsicherheit, ethische Urteilsfahigkeit, kritische Reflexion,
Perspektivwechsel und die Fahigkeit, gemeinsam mit in-
telligenten Systemen produktiv zu arbeiten. Dabei geht es
nicht nur um die Abgrenzung vom Maschinellen, sondern
auch um die Entwicklung einer produktiven Kooperations-
kultur: Menschen sollen lernen, K1-Systeme als Partner in
komplexen Prozessen zu begreifen — nicht als Konkurren-
ten, sondern als Werkzeuge im Dienste menschlicher Ur-
teilsfahigkeit.

Ein Kernaspekt dieses neuen Bildungsverstédndnisses
ist die Férderung von Zweifeln und Unsicherheiten als po-
sitive, kreative Krafte. Zweifel erméglichen es erst, Kon-
sens zu finden; Widersténdigkeit schafft erst Raum fir
echtes Lernen und Innovation. Bildung sollte daher nicht
auf schnelle Gewissheiten und einfache Antworten setzen,
sondern bewusst Radume 6ffnen, in denen das Oszillieren
zwischen Gewissheit und Unsicherheit kultiviert werden
kann (Schiefner-Rohs, Hues & Breiter, 2024). Ziel muss es
sein, Menschen nicht flir den Wettbewerb mit Maschinen
auszurlsten, sondern sie darin zu unterstltzen, souveran
und kreativ mit KI zusammenzuarbeiten und deren Poten-
ziale sinnvoll zu nutzen (Wilder, 2023).

Die Herausforderung des Bildungssystems besteht also
darin, diese grundlegenden Future Skills zu vermitteln und
eine Haltung zu fordern, die weder naive Technikbegeis-
terung noch grundséatzliche Ablehnung propagiert. Statt-
dessen geht es um eine kritische, reflektierte und ethische
Auseinandersetzung mit den Moglichkeiten und Grenzen
von KI. Nur so gelingt es, die Entwicklung von KI bewusst
zu gestalten und eine humane, zukunftsfahige Gesellschaft
zu fordern.

AUSGABE 1

KI

Menschliche Kompetenz im Zeitalter der KI bedeutet
daher nicht nur Wissen tUber Technik, sondern vor allem
Haltung: die Fahigkeit zur Selbstreflexion, zur ethischen
Orientierung und zum bewussten Umgang mit Unsicher-
heit. Bildung muss diese Haltung starken, wenn sie zu-
kunftsfahig sein will.
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