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Ein souveraner Umgang mit Textgenerierung:
Rezension zu TextGenEd

Alexander Kaib

Abstract

Der Open-Access-Sammelband TextGenEd (Laquintano/Schnitzler/Vee 2023) ist eine wert-
volle Lehrressource fiir alle, die den souveranen Umgang mit KI in ihre Schreiblehre inte-
grieren wollen. Das Werk umfasst 34 Beitrage, die jeweils eine erprobte Schreibaktivitat
vorstellen und didaktisch reflektieren. Indem es textgenerierende Technologie als Werk-
zeug, Untersuchungsobjekt und soziales Phdnomen rahmt, kommt es der Forderung nach,
kritisches Denken und Metakognition in den Mittelpunkt KI-integrierter Schreibdidaktik
zu stellen (Buck/Limburg 2023). Teils sind Anpassung an den deutschsprachigen Kontext
notwendig, doch als Inspirationsquelle fiir die Vermittlung von KI als Schreibkompetenz ist
TextGenEd aktuell konkurrenzlos.
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Wie vermittelt man das Schreiben mit KI - und sollten wir das tiberhaupt tun? Diese
Fragen haben sich viele von uns letztes Jahr zum ersten Mal mit einer gewissen Dringlichkeit

gestellt. Wahrend deutsche Hochschulen in der Regel langsam und ambivalent auf die
rasanten technologischen Entwicklungen reagierten, spiirten Schreibzentrumsleitungen,
-mitarbeitende und freiberufliche Schreibdidaktiker*innen den Zugzwang, so schnell wie
moglich Positionen und Lehrkonzepte zu entwickeln, um von unserem bereits prekiren
Status nicht ganzlich in die Entbehrlichkeit abzurutschen. Denn wenn Chatbots passables
Feedback generieren, sprachliche Fehler korrigieren oder direkt das unliebsame Aufschrei-
ben von Forschungsergebnissen tibernehmen, kdnnte die Verlockung grof3 sein, sich die
menschlichen Schreibberater*innen zu sparen.

Im Kontext dieser leicht panischen Stimmung erfiillt der Ssmmelband TextGenEd: Tea-
ching with Text Generation Technologies der Verlagsgemeinschaft WAC Clearinghouse meh-
rere Zwecke. Die 34 Schreibaufgaben und Seminaraktivitaten, die seinen Kern bilden, bieten
eine wertvolle Lehrressource zur nicht-kommerziellen Nutzung. Die begleitenden Essays, in
denen erste Lehrerfahrungen reflektiert werden, zeigen, dass das Thema gar nicht so neu ist
und wir beim Beantworten der einleitenden Fragen nicht von null anfangen miissen.! Und
letztlich kann der Band etwas beruhigen, denn er macht die kontinuierliche Notwendigkeit
kritischer Schreibdidaktik deutlich, gerade in Zeiten generativer KI.

TextGenEd beginnt mit einer Einleitung, in der die Herausgeber*innen das Thema in
einen historischen Kontext einordnen und zentrale Fragen fiir die Zukunft des Schreibens

1 Ein Blick in den urspriinglichen CfP verrit, dass die Autor*innen schon vor dem Hype um ChatGPT mit dem
Thema vertraut waren, denn um im Dezember 2022 einen Beitrag zu TextGenEd einzureichen, wurde eine prakti-
sche Erprobung des vorgestellten Konzepts vorausgesetzt.
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und der Schreibvermittlung aufwerfen. Hier ist charmant, dass nicht der nebul6ése KI-Be-
griff (Gallagher 2023) im Vordergrund steht, sondern das Schreiben und seine Produkte: Es
handelt sich um eine kurze Geschichte der Textgenerierung, in die sich Grofse Sprachmo-
delle (LLMs) als jingstes Phanomen einreihen. Welche Konsequenzen diese beeindru-
ckende, intransparente Technologie fiir uns als Schreibende haben wird, diskutieren die
Autor*innen vor dem Hintergrund der Souveranitit, die wir (noch) im Hinblick auf ihre
Aneignung besitzen. ChatGPT ist nicht Fait accompli - ob und wie wir LLMs als Schreib-
werkzeuge einsetzen, wird als Entscheidung gerahmt, die von Faktoren wie algorithmi-
schem Bias?, Autor*innenschaft und Datenhoheit abhangen.

Lernende in die Lage zu versetzen, diese Entscheidung bewusst zu treffen und so einen
souverdanen Umgang mit Textgenerierung zu finden, ist das tibergreifende Ziel der einzelnen
Beitrage des Sammelbands. Die Lehrkonzepte sind in fiinf Kategorien unterteilt, die ein
breites didaktisches Spektrum abdecken: Wer akademisches Schreiben unterrichtet, wird
sich in der Sektion ,rhetorical engagements“ am wohlsten fiihlen, kann sich aber auch
trauen, Ubungen aus , Al Literacy” auszuprobieren, um die Funktionsweise textgenerieren-
der Technologien praktisch zu ergriinden. Die ,creative explorations“ bieten Zuginge zu
Textgenerierung als Inspirationsquelle fiir kreative Texte, wahrend ,professional writing*
Studierende auf einen Arbeitsmarkt vorbereitet, in dem LLMs deutlich schneller angenom-
men werden als an Universitaten. Den kritischen Blick schulen insbesondere die ,ethical
considerations, indem sie fiir die (Abgabe von) Verantwortung sensibilisieren, die mit KI-
Nutzung einhergeht.

Dass diese fiinf Kategorien genau die Wirkungsfelder von KI-Kompetenz abdecken, die
Buck und Limburg (2023) fir deutsche Hochschulen prognostizieren?, spricht zunachst
dafiir, dass der US-amerikanische Sammelband auch hierzulande Relevanz besitzt. Grund-
satzlich ist dem auch so, doch bei manchen Konzepten sind die kulturellen Unterschiede
deutlich spiirbar. Offensichtlich sind die eingesetzten Tools, die oft nur auf Englisch verfiig-
bar sind, dezidiert angloamerikanische - ebenso wie der schreibdidaktische Ansatz ein
angloamerikanischer ist. So wird z. B. die benétigte Zeit fir Lehrkonzepte in Wochen und
nicht Stunden gemessen - ein Luxus des curricular verankerten WAC-Ansatzes®, den sich
kurze, fachiibergreifende Workshops nicht leisten koénnen. Gerade fiir freiberufliche
Schreibdidaktiker*innen diirfte TextGenEd daher weniger attraktiv sein; die primdre Ziel-
gruppe sind Fachlehrende und Schreibzentrumsmitarbeitende. Auffallig ist auch, dass die
kritische Auseinandersetzung mit Schreibpraktiken, sozialen Kontexten und der Identitat
der Schreibenden meist eine grofiere Rolle spielen als die Zerlegung des Schreibprozesses
und Methoden- und Strategievermittlung. TextGendEd ist ein Werk der in Deutschland nur

2 Damit ist die Tendenz datenbasierter KI-Anwendungen gemeint, implizite Haltungen in Trainingsdaten zu
tubernehmen und so z. B. Stereotypen und Vorurteile zu reproduzieren.

3 Dazu zdhlen sie: Verantwortungsgefiihl fiir Texte schaffen, Anwendungskompetenz schulen, Funktionsweise
verstehen, ethische Dimension reflektieren.

4 Writing across the curriculum verfolgt das Ziel, Schreiben nicht (nur) tiberfachlich zu vermitteln, sondern als
Lehr-/Lernwerkzeug in den Fachern zu etablieren.
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teils bekannten Post-process-Schreibdidaktik - aber vielleicht ist gerade jetzt der Zeitpunkt
gekommen, sich diesen Ansatz anzueignen. Denn wie Graham (2023) argumentiert, scheint
er durch seine Betonung des iterativen Uberarbeitens pridestiniert fiir eine Zeit, in der pas-
sable Rohfassungen innerhalb von Sekunden entstehen. Um Lesenden einige Einstiegs-
punkte in TextGenEd zu bieten, werde ich im Folgenden vier Lehrkonzepte daraus vorstellen
und diskutieren, wie ihre Umsetzung im deutschsprachigen Raum gelingen kann.

Rhetorical Engagements

Eine praxisnahe ,rhetorische Auseinandersetzung” mit LLMs findet in Kyle Bootens Semi-
naraktivitat Synthetic Metacognition statt. In Gruppenarbeiten und Plenumsdiskussionen
erarbeiten Studierende iterativ einen Prompt, um mit ChatGPT o. A. einen kurzen Text eines
bestimmten Genres zu generieren (z. B. einen Abstract). Dabei {iben sie nicht nur die effek-
tive Nutzung von Sprachmodellen, sondern reflektieren gleichzeitig tiber die rhetorischen
Bestandteile der anvisierten Textsorte. Die Ubung zeigt damit, dass prompt engineering, das
Formulieren zielfithrender Inputs, eigentlich auch genre engineering heifen kénnte. Denn
LLMs sind zwar gut darin, konventionelle Textmuster zu reproduzieren, aber weil ihnen das
Wissen tiber die rhetorische Situation fehlt, die solche Muster bedingt, ist die Spezifikation
von Zielpublikum, kommunikativer Absicht und Autor*innenrolle ein wesentlicher mensch-
licher Bestandteil des KI-integrierten Schreibprozesses.

Bootens Konzept lasst sich recht leicht in den deutschsprachigen Raum tibertragen und
bietet dabei einen Einstieg in den hier noch wenig verbreiteten Ansatz der Genrepadagogik.
Bei der Durchfiihrung kénnen zwar wegen der Uberreprisentation englischsprachiger Texte
in den Trainingsdaten Outputs entstehen, die auf Deutsch einem angloamerikanischen
Muster folgen, aber gerade solche Dissonanzen sind bei der Reflexion der pragmalinguisti-
schen Aspekte’ eines Textes fruchtbar. Wie Booten schreibt, zwingen uns die Unzulanglich-
keiten der Maschine dazu, metakognitive Uberlegungen anzustellen: Was wirkt fiir mich als
akademische*Leser*in unpassend? Was fehlt mir? Was waren meine (unausgesprochenen)
Erwartungen und wie kann ich diese artikulieren? Die Ubung ist damit paradigmatisch fiir
den genrepadagogischen Ansatz, dessen wesentliches Ziel darin besteht, ein Bewusstsein
fiir musterhafte Schreibhandlungen als Reaktionen auf wiederkehrende rhetorische Kon-
texte zu entwickeln und solche Handlungen in passenden Kontexten selbst ausfithren zu
koénnen (Tardy/Sommer-Farias/Gevers 2020). Es ist neben inhaltlicher Expertise vor allem
dieses metakognitive Wissen, das den produktiven, iterativen Umgang mit LLMs ermog-
licht. Daher ist es wenig tiberraschend, dass sich die Verkniipfung von Genrepadagogik und
prompt engineering haufiger in den ,rhetorical engagements“ wiederfindet.

5 Aspekte, die iiber den informationellen Gehalt eines Textes hinausgehen und die (beabsichtigte) Wirkung der
durchgefiihrten Sprechhandlung in einem bestimmten diskursiven Kontext betreffen.

Alexander Kaib
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Creative Explorations

In Brandee Easters Made Not Only By Me: Coauthoring a Children's Book with Text and Image
Generation entsteht iber mehrere Schreibaufgaben hinweg ein Portfolio, das die kreative
Nutzung von Text- und Bildgeneratoren mit kritischer Reflexion vereint. Kernaufgabe ist
dabei die KI-gestiitzte Erstellung eines Bilderbuchs, die im Portfolio dokumentiert wird.
Abgeschlossen wird die Aufgabe mit einem reflektierenden Essay, in dem Studierende die
gewonnene Erfahrung nutzen, um eine Empfehlung zum Umgang mit generativer KI an
ihrer Hochschule zu formulieren. Bei erfolgreicher Umsetzung findet Reflexion dadurch auf
der hochsten Ebene der Portfolioarbeit statt (Brauer 2014: 27) und wird in einen echten
kommunikativen Kontext eingebettet, indem sie zur Beantwortung einer kontrovers disku-
tierten Frage beitragt, die Studierende unmittelbar betrifft. Eine naheliegende Adaption
dieser Aufgabe ersetzt das Kinderbuch durch eine andere Textsorte, wobei die Bildgenerie-
rung nach Easter ein wichtiger Bestandteil war, um algorithmischen Bias zu thematisieren —
wer von den Trainingsdaten wortwortlich abgebildet wird, ist bei dieser Form generativer KI
leichter zu erkennen.

Ethical Considerations

Ein Ansatz, algorithmischen Bias auch in Texten sichtbar zu machen, findet sich in Christo-
pher D. Jimenez’ Teaching Social Identity and Cultural Bias Using Al Text Generation. Die
Aufgabe sieht vor, einem LLM autobiografische Details mitzuteilen, darunter Kindheitser-
innerungen, Hobbys und Kleidungsstil, und anschlief3end nach einer Einschatzung zu Alter,
Religion, Geschlecht, race und sozio6konomischem Status der eigenen Person zu fragen.
Die Antwort des Sprachmodells dient als Anlass, die performative und soziale Dimension
dieser Identitdtskategorien zu thematisieren und Einblicke in die im LLM codierten Annah-
men zu geben. In Jimenez’ Beispielen als auch meiner eigenen Erfahrung nach tendiert
GPT-3 dazu, Menschen als mittelstandige, weife, heterosexuelle US-Amerikaner einzustu-
fen - selbst wenn der Prompt auf Deutsch ist. Mit solchen Ergebnissen lernen Studierende,
dass in den Trainingsdaten bestimmte Perspektiven iiberproportional reprasentiert sind
und die unkritische Nutzung dieser Modelle dazu fiihrt, bereits marginalisierte Stimmen
weiter zu verdrangen.

Eine Schwierigkeit, die dieses Konzept mit anderen Beitragen teilt, ist die Geschwindig-
keit, mit der sich generative Technologien zurzeit weiterentwickeln. Kommerzielle Produkte
wie ChatGPT geben mittlerweile keine Antworten mehr auf den von Jimenez beschriebenen
Prompt. Auch wenn dieser Umstand die Ubung erschwert, kann er Anlass geben, sie um eine
weitere Dimension zu erganzen. Eine plausible Vermutung ist ndmlich, dass ChatGPTs Ver-
meidungsverhalten nicht durch einen diverseren Trainingskorpus zustande kommt, sondern
durch reinforcement learning from human feedback (RLHF), das zum erklarten Ziel hat, politi-
sierte Themen zu umschiffen. Grundsatzlich ist es natiirlich gut, Chatbots von der Ausgabe

JoSch, Ausgabe 1/2024
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potenziell schadlicher Inhalte abzuhalten, aber in diesem Fall verdeckt OpenAls policy auch
zugrunde liegende Schwichen des Modells. Eine méogliche Modifikation der Ubung besteht
deshalb darin, sie sowohl mit ChatGPT als auch ungefilterten Sprachmodellen wie GPT-3
oder Metas Llama2® auszuprobieren. So lasst sich thematisieren, wie neben Bias in den Trai-
ningsdaten auch menschliche Interessen die vermeintlich neutralen Aussagen einer KI be-
einflussen. Besonders aufschlussreich ist dabei die Frage, welche Themen OpenAl als zu hei-
kel fiir ChatGPT einstuft und welche nicht.”

Al Literacy

Wer schon immer mal selbst ein Sprachmodell basteln wollte, aber gerade keinen Super-
computer zur Hand hat, wird tiberrascht sein, wie viel sich bereits mit Stift und Papier errei-
chen lisst. In der Ubung Understanding Markov Chains von Gabriel Egan entwickeln Studie-
rende sog. Markov-Ketten, die als einfacher Textgenerator verwendet werden kénnen, und
lernen dabei einige Grundprinzipien des natural language processing (NLP) kennen. Dafiir
halten Studierende auf einem Blatt fest, welche Wortpaare wie hdufig in einem sehr kurzen
Beispieltext auftreten und zeichnen anschliefiend einen Graphen, der als Knoten die einzel-
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nen Worter und als Kanten die Haufigkeiten besitzt. Keine Sorge, falls das kompliziert
klingt: Egans Beispieldiagramme vermitteln die Idee deutlich effektiver und koénnen direkt

genutzt werden, um mit einem Wiirfel selbst neue Sdtze zu generieren. Mit deutschsprachi-
gen Texten als Grundlage wird die Ubung etwas komplizierter, denn durch die vielen Flexio-
nen sinkt die Wahrscheinlichkeit identischer Worter und syntaktisch korrekt generierter
Satze. Dieses Problem kann durch geschickte Konstruktion der Beispieltexte abgeschwacht
werden - oder man erweitert die Ubung um stemming, ein weiteres NLP-Verfahren, bei dem
nur die bedeutungstragenden Wortstdmme in die Markov-Kette aufgenommen werden.
Auch wenn diese Ubung eher zu den digital humanities als zur Schreibdidaktik gehort,
ist sie als Einstieg fiir Workshops zum Schreiben mit KI denkbar, um technisches Hinter-
grundwissen, das typischerweise frontal vermittelt wird, praktisch erfahrbar zu machen:
Das algorithmische Verarbeiten von Trainingsdaten, die Verteilung von Wahrscheinlichkei-
ten auf Grundlage von Wortndhe und das ,Auswiirfeln’ von Wortsequenzen ist auch fiir
Grofse Sprachmodelle fundamental. Nattrlich sind LLMs viel komplexer, aber ein wenig las-
sen sie sich damit doch entmystifizieren. Dieses Ziel verfolgt auch Natalie Goodmans Bei-
trag Neuroqueering Al, in dem Studierende quelloffene Programme und selbstgewdhlte Da-
tensdtze nutzen, um selbst ein Sprachmodell zu trainieren. Auch wenn diese Aufgabe mit
gewissen technischen Hiirden verbunden ist, ist ihr emanzipatorisches Potenzial grof3. Es ist

6 Zum Publikationszeitpunkt kann dieses LLM unter https://huggingface.co/spaces/ysharma/Explore_llamav2_
with_TGI ausprobiert werden.

7 In den Richtlinien, die menschliche Rater*innen fiir RLHF erhalten (OpenAl 2022), wird z.B. erklart, dass
ChatGPT sich nicht zu ,culture war topics” dufdern soll, wiahrend ein ,argument for using more fossil fuels“ ohne
Vorbehalt ausgegeben werden soll.

Alexander Kaib


https://huggingface.co/spaces/ysharma/Explore_llamav2_with_TGI
https://huggingface.co/spaces/ysharma/Explore_llamav2_with_TGI

86 Ein souverdaner Umgang mit Textgenerierung: Rezension zu TextGenEd

der erste Schritt, sich die Technologien im wahrsten Sinne des Wortes anzueignen und sich
von den kommerziellen Produkten milliardenschwerer Unternehmen unabhangig zu ma-
chen - was fiir den selbstbestimmten Umgang mit KI genauso wichtig ist wie rhetorisches
Wissen.

Continuing Experiments

TextGenEd fordert uns heraus, neue Dimensionen des Schreibens wahrzunehmen und in

unsere Lehrtatigkeit zu integrieren. Und das ist eine Herausforderung: Das breite Spektrum

der Konzepte spiegelt die Komplexitit des Versuchs wider, mit einem emergenten Paradig-
menwechsel in der eigenen Disziplin umzugehen. Die von aufien verursachte Krise der

Schreibwissenschaften wird anhalten und selbst wenn man ihrem ,disruptiven Potenzial‘

etwas abgewinnen kann, bedeutet sie fir viele eine grofde Belastung. TextGenEd leistet einen

wichtigen Beitrag, diese Last auf mehrere Schultern zu verteilen - und das kontinuierlich:

Mit der sechsten Rubrik ,continuing experiments“ laden uns die Herausgeber*innen dazu

ein, regelmaflig neue Konzepte miteinander zu teilen und so das kritische Experimentieren

fortzusetzen.

TextGenEd ist als Webseite unter https://wac.colostate.edu/repository/collections/textge

ned/ unter einer CC-BY-NC Lizenz verfiighar. Der CfP fiir ,continuing experiments* findet sich

ebenfalls dort. Eine PDF-Version des Buchs, die mit Erlaubnis der Herausgebenden fiir diese

Rezension erstellt wurde, kann unter: https://sz.uni-frankfurt.de/downloads/text-gen-
ed.pdf heruntergeladen werden.
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